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Abstract 

The construction of regional input-output tables is expensive and time-
consuming. Therefore, they are usually estimated using regionalization meth-
ods, which adjust the national IO-table to the region in question. However, com-
mon regionalization methods result in biased estimates of multipliers because 
they do not take cross-hauling into account. Moreover, they are not compatible 
with the accounting procedures of ESA 95 and cannot be applied to IO-tables 
with indirect allocation of imports. 

This paper provides an interpretation of the literature on regionalization meth-
ods and presents a new approach based on an estimate of product heteroge-
neity, which addresses the problem of cross-hauling and is applicable to tables 
with indirect allocation of imports. 
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I Introduction 

Regional input-output tables are very useful for all sorts of economic studies at the 
regional level because they arrange important economic data in a logical pattern that 
can be used for impact studies, regional forecasts, decomposition analyses and 
much more. Unfortunately, the compilation of such tables from scratch is very expen-
sive, because it entails a survey of a representative and sufficiently large sample of 
the regional industries. In order to save time and money, the usual approach nowa-
days consists of a regionalization of the national input-output table, which is available 

from statistical offices in most countries. 

The regionalization can be performed by a number of methods. Until the 1990s, the 
most popular were the pure nonsurvey methods, as their requirements in terms of 

time, money and data are very low. However, they came under attack because the 
tables based on pure nonsurvey methods tend to be relatively inaccurate and, worse, 
systematically biased. In order to overcome the problems of pure nonsurvey methods 
without reverting to the expensive pure survey approach, researchers began to apply 
a mixture of the two, a so-called hybrid approach. This approach is now highly valued 

because it offers good empirical results at a reasonable cost. 

Nevertheless, the importance of nonsurvey methods has not diminished, because a 
nonsurvey table may still permit useful insights despite its imperfections. Further-
more, the very popular ‘top-down’ hybrid approach is ultimately based on the applica-
tion of a nonsurvey method. Therefore, the quest for improvements in the art of non-
survey methods must continue, if only to improve the accuracy of the hybrid ap-
proach [Lahr, 1993]. 

With respect to the established nonsurvey methods, a rather sceptical view has taken 
hold. It has been shown that the empirical performance of nonsurvey methods is dis-
appointing [Tohmo, 2004]. This is a consequence of their failure to acknowledge the 
role of cross-hauling. Moreover, their theoretical foundation is shaky as they are 
based on highly restrictive assumptions [Richardson, 1985]. Jensen [1990] therefore 
calls for an “extended debate of the theoretical and logical issues”, which we attempt 
to contribute to with this paper. Departing from a review of the theoretical basis of 
input-output economics, we motivate the impression that nonsurvey methods have so 
far failed to incorporate cross-hauling because it manifests a violation of the homo-
geneous output assumption, a cornerstone of input-output analysis. Furthermore, as 
we argue in this paper, nonsurvey methods do not conform to ESA 95 accounting 
procedures, and they are incompatible with IO tables based on indirect allocation of 
imports, which limits their applicability to tables with direct allocation. 

Based on these observations, we develop a new approach to the regionalization 
problem, the CHARM method. It is a pure nonsurvey method and closely related to 
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the classical commodity balance approach. Compared to the established methods, it 
requires fewer restrictive assumptions, has a better theoretical foundation, and is 
compatible with ESA 95. Most notably, it incorporates the cross-hauling of commodi-
ties, based on an estimate of product heterogeneity, which should favourably affect 
its empirical performance. Like other nonsurvey methods, it may serve as a basis for 
the top-down hybrid approach. 

In the next section, we revisit the layout and the logical structure of the input-output 
table. This may seem like a tedious exercise for some readers, but it is useful to clar-
ify some basic issues which become important in our discussion of technical coeffi-
cients, ESA 95 rules, and the allocation of imports. In section 3, we review the com-
monly used nonsurvey methods and discuss how they contribute to the top-down 
hybrid approach. In section 4, we motivate the CHARM method and present its appli-
cation. Section 5 concludes. 

II The Structure of an Input-Output Table 

In this section we present the setup of an input-output table and discuss some varia-
tions in the underlying accounting conventions, such as the treatment of imports. 
Readers with experience in input-output analysis are likely to know most of what is 
said in this section. Nevertheless, we consider it worthwhile to revisit these basic is-
sues, because they will be important in the later discussion. A review of the basic 
issues also serves to introduce the mathematical notation used in this paper. 

II.1 Definitions and Identities 

The input-output table as we know it today was developed by Wassily Leontief, who 
was inspired by François Quesnay’s concept of the Tableau Economique. This con-

cept is based on the observation that an economy consists of a number of different 
sectors, each of which requires resources from the other sectors to produce some 
output. Economic transactions occur whenever the output from some sector is used 
as an input in another (or the very same) sector. These transactions between (or 
within) sectors may be observed and written down in an interindustry transactions 
matrix. 
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  Interindustry deliveries to sectors 

  1 2 … n 

1 z1,1 z1,2 … z1,n 

2 z2,1 z2,2 … z2,n 

… … …  … 

Interindustry 

deliveries 

from sectors 

n zn,1 zn,2 … zn,n 

Table 1: The interindustry transactions matrix 

Mathematically, the interindustry transactions matrix is denoted by Z. Its structure is 
shown in Table 1. Each element in the interindustry transactions matrix tells us the 
amount of sector i’s output which was delivered to sector j to be used as an input for 

that sector’s production. For reasons which will become clear soon, it is useful to de-

fine an input-output coefficient jia
,

, which expresses the amount of input i used in the 

production of output j as a percentage of the total supply jS  of output j: 

 

(1) 
j

ji

ji
S

z
a

,

,
=  

 

Let S

iZ  denote the total amount of interindustry sales of sector i. This is found by add-

ing over all cells in the i’th row. Using equation (1), this can be written as: 
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⋅==

n

j
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i SazZ
1

,
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,
 

 

In matrix notation, this can be conveniently expressed as: 

 

 (2.A) ASZ
S

=  
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Conversely, P

jZ , the amount of interindustry purchases by sector j, is found by add-

ing over all cells in the j’th column: 

 

 (3) ∑∑
==

⋅==

n

i

iji

n

i

ji

P

j SazZ
1

,

1

,
 

 

In matrix notation, denoting the transpose of A by A′ , this becomes: 

 

 (3.A) SAZ
P

′=  

 

The reader may notice that in most introductory textbooks, ZS is defined as the prod-
uct of the matrix A and the vector of sectoral production X. This is indeed the case if 
imports are entered as (negative) components of final demand as suggested by  
Leontief [1986, p. 27]. In this paper, however, we follow the definitions of the ESA 95 
standard, in which imports are entered as inputs rather than components of final de-
mand [Eurostat, 1996]. Accordingly, the total supply of each output is equal to the 
sum of domestic production X and imports M: 

 

(4) MXS +=  

 

This explains why S rather than X appears in equations (3.A) and (3.B). 

Domestic production of each output is equal to the sum of all intermediate inputs and 
value added W: 

 

(5) WZX
P

+=  

 

Using equations (3), (4), and (5), we can write total supply of output j as: 

 

(6) jj

n

i

jjij MWSaS ++







= ∑

=1

,
 

 

This can be expressed more conveniently in matrix notation: 
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(7) MWSAS ++′=  

 

We call this the supply identity, which states that the total supply of each commodity 

is equal to the sum of domestic production, which is in turn the sum of intermediate 
inputs and value added, and imports. 

The amount supplied by sector j can be used either as intermediate inputs in other 
sector or as final use, for example for consumption or investment. Thus, total use Ui 
of sector i’s output is equal to the sum of intermediate use in all other sectors and 
final use Yi: 

 

(8) ∑
=

+=

n

j

jiii zYU
1

,
 

 

It is customary to divide final use into domestic final use Di and use for exports Ei:  

(9) ∑
=

++=

n

j

jiiii zEDU
1

,
 

 

Note that the terms in the sum sign in equation (10) are simply the row total of matrix 
Z or AS. Thus, the equation can be written in matrix terms as: 

 

(10) ASEDU ++=  

 

This is what we call the demand identity. It states that total use is equal to final use 

plus exports plus intermediate use. 

The beauty of an input-output table lies in its ability to express the supply and de-
mand identities in the form of a well-structured table. Table 2 provides an example of 
such an IO-table, assuming that the economy consists of only two sectors. 
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  Intermediate use… Final use 

  in sector 1 in sector 2 Domestic Exports 

Total 

use 

from sector 1 a1,1S1 a1,2S2 D1 E1 U1 Intermediate 

supply… 
from sector 2 a2,1S1 a2,2S2 D2 E2 U2 

primary inputs 

(value added) 

W1 W2    Other supply 

Imports M1 M2    

Total supply S1 S2    

Table 2: Input-output table for a two-sector economy 

Each row of the IO-table contains the demand identity for a single sector, and each 
column contains the supply identity for a single sector. For example, row 1 may be 
read as: 

 

(11) 
11122,111,1

UEDSaSa =+++  

 

This is exactly the demand identity as expressed in equation (9). In a similar vein, 
column 1 may be read as: 

 

(12) 
11111,211,1

SMWSaSa =+++  

 

This is exactly the supply identity as expressed in equation (6). Finally, we may note 
that total supply must be equal to total use (which includes changes in stocks): 

 

(13) US =  
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This implies that the IO-table presented above is symmetric in the sense that each 

element in the total supply row is equal to the corresponding element in the total use 
column. 

II.2 Impact Analysis and Multipliers 

While even a casual glance at the input-output table itself may offer interesting in-
sights, its most common use lies in impact analysis by means of multipliers. The aim 
of impact analysis lies in assessing the effect of an exogenous change in final use 
(the eponymous ‘impact’). Classical examples of this include government spending 
on infrastructure projects or a change in the consumption expenditures of house-
holds. In terms of the input-output table, such exogenous impacts are reflected in 
changes in the vector of final use, D. Under a certain set of assumptions, we may 

use the data contained in the input-output table to assess the impact of that change 
on each sector’s output.  

The homogeneous output assumption states that each sector produces only one kind 

of output. Thus, if there is a sector called “ice cream production”, there can be only 
one kind of ice cream, and no distinction may exist between chocolate, vanilla, or 
strawberry ice cream. Next, the unique origin assumption states that each output 
commodity is produced in only one sector. That is, ice cream may be produced only 
in one sector, so all firms or companies which produce ice cream should be allocated 
to the same sector. Furthermore, the linear technology assumption states that in 

each sector output is produced using a linear production function. By this we mean 
that each sector’s output is related in fixed proportions to each individual production 

input and vice versa, which implies that the input-output coefficients jia
,

 are fixed. 

Such a production technology is sometimes called a Leontief production function. 

These assumptions are of course not met in reality, where issues such as product 
differentiation, joint production, economies of scale and input substitution complicate 
the picture. Nevertheless, insofar as they allow a reasonable approximation of devel-

opments in the real world, they form a valid basis for economic theorizing and empiri-
cal analyses. Some violations of these three assumptions are discussed below. 

If we accept the aforementioned assumptions, we can use the data from the input-
output table to analyse the impact of an exogenous change in final demand in great 
detail. For example, if consumers decide to buy one additional unit of commodity i, 

we know from the unique output assumption that this commodity is produced in only 
one sector, namely sector i. Thus, the direct effect of the demand impulse is that the 
supply of sector i must increase by one unit to satisfy the increased demand. 

However, the increased supply of sector i can only be achieved if sector i receives 

more inputs. The homogeneous output assumption together with the linear technol-
ogy assumption implies that if sector i’s output increases by one unit, each input j 
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must increase by an amount jia
,

. These inputs, however, have to come from some-

where. Other sectors have to increase their supply as well, which requires for them to 
use additional inputs again. Through these indirect effects, the direct effect is multi-
plied, so the total supply in the economy must increase by more than one unit. 

The size of this multiplier effect can be calculated using relatively simple matrix alge-

bra. Note that since YASYZU
P

+=+= , equation (13) can be written as YASS += . 

This equation can be solved for S as a function of Y: 

 

 (14) YAIS 1
)(

−
−=  

 

I denotes the identity matrix. Equation (14) is probably well-known to many readers 
with X in place of S, which is again due to the fact that most input-output textbooks 
define imports as negative components of final demand, whereas ESA 95 rules de-
fine them as inputs. 

Assuming that the proportion of imports M to domestic production X remains con-
stant, any change in the supply vector S will lead to proportional changes in X and M. 
Thus, the change of each sector’s domestic production can also be estimated, and 
from this information inferences may be drawn on the changes in the components of 
value added, for instance the income of workers. Using further statistical data, the 
effects on employment, environmental pollution etc. can be estimated. Thus, impact 
analysis using input-output techniques is routinely applied to a very wide range of 
economic issues. The results of such an impact analysis depend to a large extent on 
the estimated values of the multipliers. Therefore, it is important to achieve a high 
accuracy when estimating these multipliers. 

II.3 Sector Classification by Industry or Product 

Under the assumptions mentioned above, each industry produces exactly one type of 
product, and each product in turn is produced by only one single industry. In this 
case, each ‘sector’ in the input-output table constitutes one industry producing one 
type of product. Because of this, the terms ‘sector’ and ‘industry’ are quite frequently 
used as synonyms in the input-output literature. 

Reality, however, is much more complex. Many industries produce more than one 
product, and most products are produced by more than one industry. Therefore, 
great care is required in defining the boundaries of a ‘sector’ and allocating the ob-
served production processes and transactions to these sectors. In the past, different 
approaches have been used. Sectors may be classified by industry or by commodity 
(i.e. product). In the former approach, the output of each firm is allocated to the in-
dustry to which that firm belongs. In the latter approach, each firm’s output is split up 
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between the different types of products and allocated to the sector defined by the 
type of product. A concise exposition of these allocation procedures is provided in 
chapter 5 of the book by Miller and Blair [1985]. 

According to ESA 95, the symmetric input-output table is arranged on a by product 
basis. The allocation of each industry’s output is performed by means of a supply 

table. This table allocates the output of each industry to one or more product catego-
ries. Thus, each sector is defined as a product category. 

II.4 Allocation of Imports 

As mentioned above, the early input-output literature usually treated imports as a 
component of final use. In the input-output tables, they were entered as a column of 
negative entries. Currently, however, the more widespread practice appears to be the 
one suggested by ESA 95. According to that practice, imports are treated as inputs 
and accordingly entered as a row in the input-output table. 

Nevertheless, there are still two ways of defining imports. Under direct allocation of 

imports, any imported products are allocated as inputs to the sectors which actually 
purchase them. This means that imports appear only at the bottom of the input-
output table, below primary inputs, and not in the interindustry transactions matrix. 
Under indirect allocation, each imported product is entered as an input to the sector 

which would have produced it if production had occurred within the country. Further-
more, it is also entered in the interindustry transactions matrix as a transaction from 
the sector which would have produced the product domestically to the sector which 
uses it. In the parlance of ESA 95, the indirect allocation table seems to be the stan-
dard input-output table, whereas the direct allocation table is referred to as the ‘input-
output table for domestic output’ [Eurostat, 1996]. 

It must be pointed out that there is no ‘preferred’ way of allocating imports. Both di-
rect and indirect allocation approaches have their merits; for some research ques-
tions a table based on direct allocations is more useful while for other questions the 
indirect allocation table is more useful. Although Jensen [1978] shows that the indi-
rect allocation multipliers tend to be larger than the direct allocation multipliers, this 
does not mean that either of them are ‘wrong’. However, they have to be interpreted 
appropriately: direct allocation multipliers show the effect on domestic output, 
whereas indirect allocation multipliers show the effect on supply, which may originate 
from both domestic production and imports. Therefore, it may be appropriate to intro-
duce the term supply multipliers for the latter in order to avoid confusion. 

Consider the process of calculating the direct coefficients matrix A. The matrix A 

consists of the input-output coefficients jia
,

, which are defined in equation (1) as 

jjiji Sza /
,,

= . However, the concept of interindustry transactions, jiz
,

, has a different 

interpretation depending on the allocation of imports. If sector j imports some amount 
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of commodity i, a direct allocation table records this only as an import of sector j. 

Mathematically, it is included in Mj but not in jiz
,

. Under indirect allocation, by con-

trast, such imports are recorded as part of jiz
,

 and also as an import to sector i, so 

they are added to Mi. 

The input-output coefficients jia
,

 are sometimes called technical coefficients. Strictly 

speaking, this is true only if imports are treated as components of final demand, 

which is not the case under ESA 95 rules. Therefore, the jia
,

 coefficients that are 

calculated from ESA 95 tables cannot be interpreted as technical coefficients. Note 
that it is not possible to calculate technical coefficients from direct allocation tables, 
because those tables do not contain the necessary information – imported products 
are lumped together in an amount of ‘imports’, and it is impossible to tell whether 
these imports consist of crude oil, vegetables, or services. However, it is possible to 
calculate technical coefficients from indirect allocation tables by means of the follow-
ing formula: 

 

 (15) 
j

jiX

ji
X

z
a

,

,
=  or 1−

= ZXA X  

 

The superscript X denotes the fact that the technical coefficient X

jia
,

 is defined as the 

ratio of the interindustry transaction jiz
,

 to the domestic production, Xj, rather than 

supply, Sj. 

II.5 Aggregation Level 

An important question in the construction of input-output tables is the level of sectoral 
disaggregation which should be used. If the level of disaggregation is high, the num-
ber of sectors is large, and vice versa. As a rule, higher disaggregation is desirable 
because if the economy is divided into many small sectors, the three fundamental 
assumptions are more likely to hold. For example, the output of a sector ‘vehicle pro-
duction’ is probably very heterogeneous, but if such a sector is disaggregated into 
several smaller sectors such as ‘automobile production’, ‘truck production’, ‘motorcy-
cle production’ and so on, the output if those smaller sectors resembles more closely 
the homogeneous output ideal. 

Historically, there have been two obstacles against the construction and application 
of highly disaggregated input-output tables: high computational requirements and 
data acquisition costs. The first obstacle has been considerably reduced by the wide-
spread diffusion of powerful personal computers, but the second obstacle remains. A 
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high disaggregation level requires more data to be collected, which can be prohibi-
tively expensive. 

Furthermore, input-output analysis is frequently applied to regional issues, and ac-
cording to Lahr [1993] some authors seem to have argued that “smaller models are 
the best for small regions”. However, it has been shown that aggregation, in addition 
to obscuring sectoral details, induces an aggregation bias, which leads Lahr [1993] to 
the conclusion that even in regional analyses the input-output table should remain 
“as detailed as possible” and, hence, at a high level of disaggregation. 

II.6 Applications 

A purely subjective glance at the list of input-output publications in recent years gave 
us the impression that input-output analyses are nowadays mostly conducted in two 
research areas: regional economics [Augurzky & Neumann, 2005, Midmore et al., 
2006], environmental and resource economics [Llop, 2007], or a combination of both 
[Dietzenbacher & Velázquez, 2007]. The reason for this appears to be the great sec-
toral detail offered by input-output tables. In environmental and resource economics, 
one is often interested in the effects of consumption changes on environmental pollu-
tion or resource consumption. Using input-output techniques, such changes can be 
traced throughout the economy and decomposed into direct and indirect effects. In 
regional economics, one usually needs a very detailed analysis of a small regional 
economy, and such detail may be offered by the multi-sectoral nature of input-output 
analysis. Furthermore, the three fundamental assumptions mentioned above may be 
more realistic for a small regional economy. For example, although the agricultural 
sector of the US is not at all homogeneous due to different climate zones, the agricul-
tural sector of Indiana is much more homogeneous, consisting mostly of corn and 
soybeans. 

However, the application of input-output techniques to regional economic issues is 
often hindered by the fact that input-output tables are only available for national, not 
regional economies. In such cases, the national table must be adjusted to reflect the 
specific aspects of the region in question. The methods for this regionalization are 
discussed in the following section. 

III Regionalization Methods 

In principle, a regional input-output table (henceforth RIOT) can be constructed in two 
ways: Either one can collect all the necessary data by means of a survey, or one can 
use statistical information which has already been published by other sources. The 
former approach is called the survey method, and the latter the nonsurvey method. 

Since conducting a survey with the necessary detail is extremely expensive, the pure 
survey method is rarely used nowadays. Instead, hybrid methods have become 

popular which are based on some mixture between the pure survey and pure non-
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survey approach. In this section we will first discuss nonsurvey methods, then hybrid 
methods. 

III.1 Nonsurvey Methods 

The most widely used nonsurvey methods are based on the location quotient (LQ) 
approach, which is why that approach receives the greatest attention in this section. 
Other methods include the commodity balance (CB) or supply-demand pool ap-
proach, iterative methods (RAS), and econometric estimation. We will first discuss 
location quotient methods. 

III.1.1 Location Quotient Methods 

The location quotient method was originally developed as a tool for economic base 
analysis, where it was used to indicate whether a certain industry was export- or im-
port-oriented. This section presents the simple location quotient method in some de-
tail because it is the most widely applied version. A number of different variations 
have been developed to overcome the theoretical shortcomings of the simple 
method, but empirical evidence suggests that these do not necessarily perform any 
better in terms of accuracy. Therefore, these variations are only sketched rather 
briefly. 

All location quotient methods are based on the assumption that any regional input-

output coefficient R

jia
,

 can be related to its national counterparts N

jia
,

 in the following 

fashion: 

 

 (16) N

jiji

R

ji ata
,,,

⋅=  

 

Thus, the regional IO-coefficient is proportional to its national counterpart. The factor 

of proportion, jit ,
, is sometimes interpreted as a ‘trading coefficient’ [Round, 1983] or 

a ‘regional purchase coefficient’ [Stevens et al., 1983]. 

At this point it is crucial to recall our discussion on the interpretation of jia
,

. If imports 

were recorded as components of final demand, it would be correct to interpret jia
,

 as 

a technical coefficient. According to ESA 95 rules, however, imports are recorded as 

inputs, so jia
,

 cannot be regarded as a technical coefficient. Under direct allocation, 

jia
,

 does not represent the entire amount of input i used in the production of output j, 

because some of input i may be obscured in the import row. Under indirect allocation, 

jia
,

 includes the entire amount of input i used in the supply of output j, but supply 

consists of both domestic production and imports. 
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Anyhow, the literature seems to suggest that if the regional economic structure is 
identical to the national one (the regional economy is a scaled-down version of the 

national economy), all the trading coefficients will be equal to one, and N

ji

R

ji aa
,,

=  for 

all i and j. In this case, the regional direct coefficient matrix is equal to its national 
counterpart. Therefore, all differences between the regional and national matrices 
must come from differences in the trading coefficients. 

According to the simple location quotient method, jit ,
 is a function of the relative size 

of industry i. Mathematically, the simple location quotient (SLQ) is defined as: 

 

 (17) 
NN

i

RR

i

i
LL

LL
SLQ

/

/
=  

 

LR is total employment in the region, LN is total employment in the nation, and the 
subscript i refers to a certain industry i. Ideally, one would use output rather than em-
ployment, but since employment data is usually available from statistical offices 
whereas output data is not, most applications use employment as a proxy for output, 
which requires the assumption that labour productivity in the region is the same as in 
the nation as a whole. Equation (17) shows that SLQ is calculated by dividing indus-
try i’s share in total employment at the regional level by its share in total employment 

at the national level. 

The adjustment procedure as outlined by Schaffer and Chu [1969] proceeds as fol-
lows: If SLQi is smaller than one, “local production is assumed to be inadequate to 
supply local needs – no exports can be made and imports are necessary”. SLQi is 

substituted for jit ,
 in equation (16), so R

jia
,

 will be smaller than N

jia
,

. On the other 

hand, “a location quotient equal to one means that the region is self-sufficient”, and 
“a location quotient greater than one means that the region exports some of output i” 

[Schaffer & Chu, 1969]. In those cases, jit ,
 is assumed to be equal to one, and 

N

ji

R

ji aa
,,

= . 

It is important to realize that this line of reasoning is valid only if imports are allocated 
directly. Under indirect allocation, there is no reason to expect that the size of indus-

try i should have any effect on R

jia
,

. If industry i is too small to fulfil industry j’s de-

mands, industry j will certainly import some amount of output i, but under indirect al-

location this will not be reflected in R

jia
,

 but rather in Mi. Therefore, location quotient 

methods are applicable only to direct allocation tables. 
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Of course, one may expect that if industry i is too small to fulfil industry j’s demand, 

industry j might substitute other inputs for input i, so R

jia
,

 would be smaller even under 

indirect allocation. This, however, would mean that industry j is using a different 

technology. While this is perfectly plausible according to common sense, it does not 
help the SLQ method at all, because location quotient methods are based on the as-
sumption of identical technology anyway. Thus, the SLQ method, as well as all other 
variants of the location quotient method, is only applicable to direct allocation tables. 

Even when applied to direct allocation tables, the SLQ method is valid only under 
very restrictive assumptions. For example, it is implicitly assumed that regional de-
mand for each commodity is proportional to the region’s size: If the regional economy 
represents 10 percent of the national economy, then demand for industry i’s output is 

assumed to be 10 percent of national demand. If this is true, then the regional indus-
try needs to produce 10 percent of the national total in order to be self-sufficient, 
which is the logic underlying the SLQ approach. However, it is possible that regional 
demand for commodity i is less (or more) than 10 percent of the national total. This 

can happen, for instance, if the structure of regional final demand is different, or if the 
industries which use industry i’s output are underrepresented (or overrepresented) in 

the region. 

In order to control for the latter possibility, the purchase-only location quotient (PLQ) 
was developed [Consad Research Corporation, 1967]. Its calculation is similar to that 
of SLQ, but instead of regional and national total employment, only employment in 
industries which use the output of industry i is considered. A different approach to the 

same problem is embodied in the cross-industry location quotient (CILQ) approach. 
The inventor of this approach appears to have been Charles Leven [Schaffer & Chu, 
1969]; a concise exposition (in Dutch) is provided by Klaassen and Verster [1974]. 
The CILQ is calculated as follows: 
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The reasoning behind this approach is that if industry j is underrepresented in the 
region, a small industry i will be enough to fulfil its demands and may actually be ex-

port-oriented despite its being underrepresented as well, as long as it is less under-
represented than industry j. The CILQ approach requires more computations, be-

cause whereas the SLQ and PLQ approaches calculate only one sufficiency indicator 
for each industry, CILQ calculates one for each cell of the matrix A. 

In order to test the performance of these different LQ methods, Morrison and Smith 
[1974] applied them to estimate a regional IO-model for a small city in England and 
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compared the results to an empirically derived model for the same city. They con-
cluded that “the most simple of the tested methods (SLQ) emerges, on the whole, as 
the best of the purely nonsurvey approaches”. More recent evidence [Bonfiglio, 2005] 
seems to suggest that PLQ may perform slightly better than SLQ, but the difference 
is not great. CILQ, despite being more convincing than SLQ from a theoretical per-
spective, appears to be clearly inferior in terms of empirical results. In the study by 
Morrison and Smith the performance of the basic CILQ method was disastrous; they 
proposed a modified CILQ method whose performance was better but still unsatisfac-
tory. 

A common trait of all the LQ methods presented so far is that they tend to underesti-
mate the volume of interregional trade. This is quite unfortunate because it implies a 
bias in the multipliers that are calculated from IO-tables based on those methods 
[Tohmo, 2004]. In general, one may expect that smaller regions trade relatively more 
than large regions. Therefore, Round [1978] proposes a new formula for the estima-
tion of trading coefficients which takes the size of the region into account. This 
method is known under the label ‘semi-logarithmic location quotient method’, or sim-
ply RLQ. Building upon Round’s work, Flegg et al. [1995] propose the so-called FLQ 
formula to estimate trading coefficients. This formula in a way ‘corrects’ for region 
size by means of a parameter. Unfortunately, the value of this parameter cannot be 
known beforehand and requires, in fact, an educated guess. 

Bonfiglio [2005] tests these methods in an exercise similar to that of Morrison and 
Smith, using data for the region of Marche in Central Italy. He finds that PLQ yields 
the best performance in terms of reproducing a survey-based IO-coefficients matrix, 
followed by SLQ and, with some distance, FLQ. In terms of reproducing survey-
based multipliers, FLQ may outperform SLQ and even PLQ if the parameter value is 
chosen correctly, but if it is chosen incorrectly FLQ performs worse than SLQ and 
PLQ. In nearly all cases, the performance of FLQ is significantly better than either 
RLQ or CILQ. 

Tohmo [2004] performs similar tests on the Finnish region of Keski-Pohjanmaa and 
concludes that SLQ, CILQ and RLQ “tend to produce substantially overstated re-
gional multipliers”, whereas the FLQ approach yields “more appropriate estimates”. 
Riddington et al. [2006], by contrast, apply LQ methods to Scottish regional data and 
find that the performance of FLQ is inferior to that of SLQ and CILQ. Thus, the gen-
eral picture is not quite clear, and none of the LQ methods seems to be clearly supe-
rior to the others. 

All of them, however, have been subject to harsh criticism questioning the validity of 
the LQ approach in general. According to Richardson [1985], LQ methods require 
four critical assumptions to hold: 
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1) Equal labour productivity in the region and the nation 

2) Equal consumption per employee in the region and the nation 

3) If the region exports a commodity, it does not import the same commodity 

4) The nation neither imports nor exports any given commodity in net terms 

Because these assumptions are very unrealistic, argues Richardson, the LQ ap-
proach tends to produce very poor results. In particular, “the technique grossly un-
derestimates exports and, hence, overestimates multipliers”. Furthermore, he claims 
that the LQ method has “no sound theoretical grounds”, and “the results obtained 
with it are unconvincing” [Richardson, 1985]. 

Further criticism against traditional LQ methods is expressed by Maks and Oude 
Wansink [1998]. They point out that even if a location quotient is calculated to be lar-
ger than one, the trading coefficient is not allowed to be larger than one. From theory, 
however, there is no reason that would preclude a regional trading coefficient from 
being larger than one. Therefore, Maks and Oude Wansink propose a variant of the 
CILQ method which allows the trading coefficient to be between zero and two. This is 
certainly an improvement, but the value of two is still an arbitrary cut-off point. The 
problem is thus meliorated but not completely solved. 

III.1.2 Commodity balance or supply-demand pool method 

An alternative regionalization method is provided by the commodity balance (CB) or 
supply-demand pool (SDP) approach, based on the work by Isard [1953]. It pre-
sumes that regional production and regional consumption of each commodity can be 
estimated. The difference between the two is called the ‘commodity balance’, al-
though the term ‘net exports’ may be more popular in contemporary parlance. 

In some cases, data on the regional production R

jX  of an industry j may be available. 

If not, it may be estimated from regional employment data, which is more often avail-
able, assuming that labour productivity in the region is equal to the national average. 
Under the assumption of identical technology, the input requirements of the regional 
industries can be estimated using national technical coefficients and regional output 
estimates: 
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Note that when we are talking about technical coefficients, we must use the coeffi-
cients defined by equation (16). Using (19), the regional interindustry transactions 
matrix ZR can be estimated. The row totals of that matrix constitute the regional in-
termediate use of the individual commodities, ZPR. 
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Next, final use (excluding exports) of each commodity in the region is estimated by 
assuming proportionality with its national counterpart. Thus, we have an estimate for 

DR. Using the facts that, by definition, RRR
MXS +=  and RRPRR

EDZU ++=  along 

with the market clearing condition (13), we can write: 
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BR, the ‘commodity balance’, is defined as the difference between regional exports 

and regional imports. Equation (20) states that this must be equal to regional produc-
tion minus regional consumption, which is the sum of regional intermediate use and 
regional final use. 

One problem of the CB approach, however, lies in its inability to estimate actual ex-
ports and imports – it can only estimate net exports. The construction of a full re-

gional input-output table, however, requires information on both exports and imports. 
Moore and Petersen [1955] solve this problem by assuming that if BR is positive, MR 
equals zero and ER equals BR. If BR is negative, they assume that ER equals zero and 
MR equals BR [Schaffer & Chu, 1969]. In effect, as Round [1983] puts it, “net export, 

or import, is assumed to equal the net surplus, or deficit, as the case may be”. 

Although the philosophy underlying the CB and LQ approaches appears very differ-
ent at first sight, they are formally very closely related and tend to produce similar 
results [Round, 1983]. Like the LQ approach, the CB approach tends to underesti-
mate regional trade and thereby leads to overestimated regional multipliers. Among 
the different LQ methods, the CILQ resembles the CB approach most closely 
[Round, 1972]. Since that is one of the rather poorly performing LQ methods, it 
comes as no surprise that the CB approach performs considerably worse than most 
LQ approaches, at least for single-region models [Morrison & Smith, 1974, Bonfiglio, 
2005]. However, it does have an advantage in multi-region models because of built-in 
consistency checks because the exports and imports of the individual regions within 
a country have to balance each other [Richardson, 1985]. 

III.1.3 Econometric estimation of regional purchase coefficients 

The biggest drawback of the approaches discussed so far is that they calculate inter-
regional trade as a residual after regional production and consumption as well as in-
traregional transactions have been estimated. Naturally, this results in rather poor 
estimates of interregional trade, which, as we have seen, leads to biased estimates 
of multipliers and raises questions about the usefulness of the entire nonsurvey exer-
cise. 
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A very promising approach to achieving better estimates of interregional trade is pre-
sented by Stevens et al. [1983]. They argue that the ‘regional purchase coefficient’ 
(RPC) is a function of the relative unit cost in different regions and shipment cost, 
which in turn depends on the distance between two regions and the weight/value ra-
tio of the commodity in question. Using a unique set of interregional transportation 
data, Stevens et al. then compute RPC estimates by means of regression analysis. 
Those RPC estimates are then used to estimate the regional trade patterns. 

Although the approach by Stevens et al. appears to be more convincing than LQ and 
CB approaches from both a theoretical and empirical perspective, it has never found 
widespread application. The reason is obviously that it requires a large amount of 
data. If such data happens to be available, the RPC approach is certainly very attrac-
tive. Unfortunately, however, this is no longer the case, because one of the most im-
portant data sources, the Census of Transportation, has been discontinued 
[Richardson, 1985]. As a result, the RPC approach seems to have fallen into oblivion. 
The regionalization method by Gabriel [2001] seems to have drawn inspiration from 
the RPC approach, but because of the non-availability of data, it boils down to mak-
ing informed guesses rather than estimates of the value of ‘regional preference fac-
tors’. 

III.1.4 Iterative Method (RAS) 

The RAS method was originally developed as a tool for updating aging input-output 
tables. However, it has also found widespread application as a regionalization tool. 
Its application is thoroughly explained, for instance, by Miller and Blair [1985, pp. 
276ff], so it will not be repeated here. Compared to the LQ and CB approaches, RAS 
has the disadvantage of requiring more data, because the row and column totals 

( RPZ  and RSZ ) of the interindustry transactions matrix are presumed to be known. 

Furthermore, while the theoretical justification of the LQ and CB approaches may rest 
on questionable assumptions, RAS as a regionalization method possesses no such 
theoretical justification at all. It is a purely mechanical adjustment process. If applied 
to temporal updating, it may be argued that the adjustments to the coefficients reflect 
substitution and fabrication effects [Stone, 1961], but if applied to regionalization, no 
such interpretation seems feasible [Richardson, 1985]. 

Assuming that data on RPZ  and RSZ  have somehow been acquired, the RAS method 
makes up for these disadvantages by providing more accurate estimates than the LQ 
and CB methods [Morrison & Smith, 1974]. However, since RAS requires (and uses) 
much more information than the other methods, there is no basis for a ‘fair’ compari-
son. Lahr [1993] even argues that since the data required for RAS is usually not 
available, and would have to be collected by means of a survey, RAS should not be 
considered a nonsurvey method. In his view, RAS may constitute a complement to 
nonsurvey methods rather than a substitute. He proposes its application as a tool for 
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balancing a table as the final step of a so-called hybrid approach. This approach is 

discussed in the following subsection. 

III.2 Hybrid Methods 

Facing a tradeoff between the excessive cost of the pure survey approach on the one 
hand and the limited accuracy of the pure nonsurvey approach, input-output analysts 
were attracted by a mixture between the two, which has become known as the hybrid 
approach. Many different varieties of this approach have been developed; Lahr 
[1993] provides an extensive survey and a more recent update [Lahr, 2001b]. Using 
the terminology of West [1990], hybrid methods can be divided into ‘bottom-up’ 
methods, which use only information from the respective region, and ‘top-down’ 
methods, which use a national IO table as a point of departure. An example of the 
former approach is the DEBRIOT procedure outlined by Boomsma and Oosterhaven 
[1992]; an example of the latter is the GRIT approach, which is extensively used by a 
number of Australian input-output modellers. Since the focus of this paper is on non-
survey methods, which are applied in the top-down approach but not in the bottom-
up approach, the further discussion concentrates on the top-down approach. 

In general, the top-down hybrid approach consists of five phases: 

1) Use some nonsurvey method to regionalize the national IO table 

2) Identify key sectors  

3) Collect superior data for key sectors 

4) Enter superior data into estimated table 

5) Balance table 

In the first phase, one of the traditional nonsurvey methods or a variation thereof is 
applied to the national IO tables. The GRIT approach, for example, uses a modified 
location quotient method [West, 1980]. The result of this exercise constitutes a ‘first 
guess’ of the regional IO table of limited accuracy and reliability. However, this ‘first 
guess’ is not interpreted as an actual approximation to the regional IO table. Rather, 
it is used in the second phase to identify ‘key sectors’ in the region. 

The philosophy of the hybrid approach is to strike a balance between the accuracy of 
the table and the cost of constructing it. Jensen [1980] introduces the concepts of 
partitive accuracy, which refers to individual cells, and holistic accuracy, which refers 

to the overall accuracy of the input-output table as a whole. Naturally, if we are inter-
ested in the partitive accuracy of a few cells, superior data should be collected for 
precisely those cells. For the holistic accuracy of an input-output table, however, 
some cells are more important than others. Therefore, if holistic accuracy is the goal, 
and money and time are scarce resources, “it is inefficient to spread these resources 



- 22 - 

evenly over all the cells in order to obtain superior or updated estimates; primary at-
tention should be given to the key sections of the table” [West, 1981]. 

A key ‘section’ may be an individual cell or a group of cells. There are different pro-
cedures for the identification of them, based on measuring the forward and backward 
linkages of individual cells or entire sectors [West, 1982, Schintke & Stäglin, 1988, 
Lahr, 2001b]. The accumulated experience of RIOT construction has shown that su-
perior data collection tends to be most fruitful in the household/labour sector, re-
source-using sectors such as agriculture and mining, and ‘miscellaneous’ sectors, 
which tend to be very heterogeneous. Therefore, Lahr [1993] suggests that „hybrid 
model constructors should pursue the most accurate non-survey model of their re-
gion as possible (use accurate regional purchase coefficients and minimize aggrega-
tion), always seek superior data for households and establishments in resource-
based and ‘miscellaneous’ sectors, and sequentially identify other sectors that should 
receive superior data.” 

In the third phase, data is collected for individual cells or sectors. Under efficiency 
considerations it makes sense to identify key sectors rather than cells in phase 2, 
because it is relatively cheaper to ask one firm about all its inputs, which yields a col-
umn estimate, than to ask firms in different sectors about a small number of different 
inputs, which yields estimates for individual cells. Therefore, “identifying sectors 
rather than individual cells as targets of survey work is likely to prove more cost-
effective” [Lahr, 2001b]. The fourth phase consists of entering the data thus acquired 
into the table which was estimated in the first phase. 

In phase 5, the data in the estimated table must be reconciled and balanced. Recon-
ciliation of data may be necessary if the survey yields contradictory results. For ex-
ample, firms may have been asked how much they bought from other sectors and 
how much they sold to those other sectors. The former question yields data by col-
umn, the latter by row. If more than one sector is surveyed, the analyst will acquire 

information on some cell entry jiz
,

 from two different sources: An estimate on what 

sector i sold to sector j, and an estimate on what sector j bought from sector i. Gen-

erally, the two estimates will not coincide, and some form of reconciliation is called 
for. The reconciliation of these two estimates usually requires an informed judgment 
by an expert, although statistical methods have also been proposed [Round, 1983]. 

Finally, the table needs to be balanced to ensure that column totals equal row totals. 
This can be achieved by calculating some component of final demand as a residual. 
Alternatively, the RAS procedure may be applied [West, 1980]. If there are still re-
sources (time and money) available, the procedure from phase two onward is reiter-
ated until the analyst decides that the marginal cost of another iteration exceeds the 
marginal benefit or runs out of resources. 
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III.3 Scope and Usefulness of Regionalization Methods 

As argued above, pure nonsurvey methods are characterised by a lack of theoretical 
backing and tend to produce rather disappointing empirical results. Nevertheless, this 
does not mean that they should be discarded completely. Even though nonsurvey 
tables may not be as accurate as we wish, they still perform “a reasonable job in 
identifying sectors that are most important to target for superior-data collection” [Lahr, 
2001b]. Thus, nonsurvey methods are still a useful tool, if not alone then certainly as 
part of a hybrid approach. 

Currently, the top-down hybrid approach appears to be the most popular method of 
constructing regional input-output tables due to its attractive combination of survey 
and nonsurvey elements. Nevertheless, there is still scope for improvement. West 
[1990] argues that “the single most important factor determining the final accuracy of 
the table is the availability and use of superior data” [West, 1990]. It appears that 
subsequent research has heeded this recommendation, and efforts have indeed 
been directed at optimizing the later phases of the hybrid procedure. 

However, the importance of the nonsurvey method should not be underestimated. 
Lahr [1993] emphasizes that “since hybrid IO models are based on non-survey mod-
els, it is critical to use the best non-survey methods possible”. As argued above, 
however, it is not clear which of the nonsurvey methods is the ‘best’ one. Actually, all 
of them are quite disappointing because they fail to take into account two important 
features of regional economies. According to Lahr [2001b], “differences in trade pat-

terns and technology account for most of the differences between the direct require-

ments matrices of a nation and each of its component regions” (emphasis added). 
Therefore, these two factors should receive more attention. 

With respect to technology, it has been common practice to assume invariant tech-
nology across a nation since the early work by Isard [1951]. Unfortunately, this prob-
lem is hard to deal with, because estimating regional technical coefficients would re-
quire a large amount of data which, if acquired, would basically permit the construc-
tion of a survey table, and nonsurvey methods would be redundant. However, Lahr 
[2001a] proposes that one should use labour income rather than employment as an 
indicator for sector size. Although this procedure cannot account for differences in 
the ‘production recipe’, it can at least correct for overall productivity. Furthermore, 
empirical evidence seems to indicate that differences in trade patterns seem to be 
much more important than differences in technology. Harris and Liu [1998], referring 
to a study by Park et al. [1981], even argue that “the effect of errors in the technical 
coefficient matrix on the overall accuracy of the model is surprisingly negligible”. 

Therefore, the most urgent problem seems to be the misrepresentation of trade pat-
terns. A central role is played by cross-hauling or intraindustry trade. As pointed out 
by Lahr [2001a], traditional nonsurvey methods “cannot estimate both in- and out-
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flows and estimate only net outflows. This is because such techniques cannot permit 

the crosshauling of commodities that pervades all existing data on interregional 
trade”. 

The non-incorporation of cross-hauling, a general feature of traditional nonsurvey 
methods, is carried over into the top-down hybrid approach. Therefore, what 
Richardson [1985] says about the nonsurvey approach is just as true for the hybrid 
approach: “The most critical need to salvage the location quotient and similar ap-
proaches is to develop improved nonsurvey adjustments that correct for the effects of 
cross-hauling”. Since the overall performance of the hybrid approach hinges on the 
accuracy of the ‘first guess’ on which it is based, a nonsurvey method which allows 
for cross-hauling would most likely improve the usefulness of the hybrid approach as 
a whole. The next section presents an attempt to incorporate cross-hauling in a pure 
nonsurvey method. 

IV Adjusting for Cross-Hauling 

In this section, we present a new approach to nonsurvey regionalization, which goes 
by the name CHARM (Cross-Hauling Adjusted Regionalization Method). The ap-
proach is basically a variant of the CB approach, but it accounts for cross-hauling by 
estimating product heterogeneity. We first underline the importance of product het-
erogeneity for cross-hauling, the present the calculations required by CHARM. Fi-
nally, we show how CHARM may be implemented as part of a top-down hybrid ap-
proach. 

IV.1 Why Does Cross-Hauling Occur? 

Cross-hauling occurs mainly because one of the fundamental assumptions of input-
output analysis, the homogenous output assumption, is violated in reality. If each 
product was completely homogeneous, as stated in the assumption, there would be 
no reason for the cross-hauling of commodities. For example, if automobiles were 
homogeneous, consumers in Lower Saxony, where the Volkswagen headquarters is 
situated, would buy only Volkswagen cars, and consumers in Bavaria, where Daim-
lerChrysler produces its Mercedes, would buy only Mercedes. In reality, however, 
automobiles are quite heterogeneous. Mercedes are shipped from Bavaria to Lower 
Saxony, and Volkswagens are shipped in the other direction. Cross-hauling occurs. 
Empirical evidence supports the view that product heterogeneity is the main reason 
for the cross-hauling of commodities. Harris and Liu [1998], for example, argue that 
“industries where product differentiation and brand preference are important usually 
exhibit considerable cross-hauling”, citing a study by Norcliffe [1983] as a source for 
this observation.  

The regional input-output literature has had great difficulty with cross-hauling be-
cause product heterogeneity constitutes a violation of one of the fundamental as-
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sumptions of input-output analysis, the homogeneous output assumption 
[Kronenberg, 2007]. In principle, the problem of cross-hauling “can be reduced by 
implementing the location quotient method using data at the most detailed level of 
industrial disaggregation possible” [Isserman, 1980], because at a very high level of 
disaggregation the product groups are relatively homogeneous. However, in most 
countries data are simply not available at a sufficient disaggregation level to preclude 
cross-hauling. In Germany, for example, the national input-output table contains no 
more than 71 sectors, among which are sectors such as “clothing” or “machines”. 
Those sectors are certainly characterised by a lot of heterogeneity, and cross-hauling 
is definitely occurring. Therefore, cross-hauling can never be excluded, and must be 
taken into account. 

Another reason for cross-hauling may be proximity to a border. If a firm is located 
close to a border, it may be the case that the closest supplier of a certain input hap-
pens to be situated on the other side of the border. This is likely to occur more fre-
quently in small regions, where a larger share of the total area is close to the border. 
It is for this reason that Flegg et al. [1995] propose to adjust the estimated trading 
coefficient for region size. However, as argued above, their approach has met with 
mixed success, so it may be useful to concentrate on product heterogeneity rather 
than region size. 

IV.2 Estimating Product Heterogeneity 

Since cross-hauling is a function of product heterogeneity, it is in principle possible to 
estimate the degree of product heterogeneity if cross-hauling is observed. However, 
cross-hauling does not depend on product heterogeneity alone: If a region does not 
consume a certain product, it has no reason to import that product, no matter how 
heterogeneous that product may be. Also, if a region does not produce a certain 
product, it has no reason to engage in cross-hauling of that product; it is more likely 
to simply import that product until demand is fulfilled. For these reasons, we assume 
that cross-hauling is a function of product heterogeneity, domestic (or regional) pro-
duction, and domestic (or regional) final and intermediate use: 

 

(21) ),,,( DZXCHCH P
ε=  

 

We have denoted cross-hauling with CH and heterogeneity with ε . Both CH and ε  

are column vectors of dimension n. Our approach is based on estimating ε  from 

equation (21). Before we can do so, we need to do some accounting. Let the total 
trade volume V be defined as the sum of (gross) exports and (gross) imports: 
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(22) MEV +=  

 

The trade balance, or net export, is defined as the difference between exports and 
imports, which in turn is equal to domestic production minus domestic use: 
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This is, of course, the same equation which forms the cornerstone of the CB ap-
proach. Note that we are presuming an input-output table with indirect allocation of 
imports, because otherwise we do not have the information to calculate commodity 
balances. Using these two equations, we can write M and E as functions of V and B: 
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Furthermore, note that the trade volume can be written as the sum of the absolute 
value of the trade and the amount of cross-hauling: 

 

 (26) CHBV +=  

 

If no cross-hauling is going on, equation (26) can only be fulfilled if either imports or 
exports (or both) are zero. In that case, our approach becomes equivalent to the 
classical CB approach outlined above. If, however, exports or imports are larger than 
zero, we know some amount of cross-hauling must be going on. 

In order to be able to estimate ε , we must assume a specific functional form for (21). 

In order to keep things simple, we assume: 
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Substituting this into (26) yields: 
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This equation can be solved for ε : 
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The national input-output table contains data for all the variables on the right-hand 

side of (29). We can use these data to acquire an estimate of ε . 

IV.3 Estimating the Regional Trade Pattern 

In order to estimate the regional trade pattern, we first estimate regional production 
and consumption. Assuming that the only regional data we have is sectoral employ-
ment data, we can estimate the regional production of each sector with the following 
formula: 
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Equation (30) is based on the assumption that the regional labour productivity is 
equal to the national average for each sector. 

Next, we estimate regional intermediate use. We calculate the matrix of national 
technical coefficients, AX, as in equation (15) and assume that the region uses the 

same technology as the nation. Under this assumption, intermediate use can be es-
timated by: 
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Regional final use (excluding exports) is estimated by: 
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From equations (30), (31) and (32), we have estimates of XR, ZSR and DR. Using 

those estimates in equation (23), we can acquire an estimate of the region’s trade 
balance BR. Then, equation (28) can be used to calculate an estimate of the region’s 
trade volume VR. Finally, equations (24) and (25) can be used to calculate estimates 
of regional imports MR and exports ER. Thus, the estimate of the regional trade pat-

tern is complete. 

The estimates calculated so far can then be used to complete the RIOT. The esti-
mate of regional production XR, along with the technical coefficients matrix AX, can be 
used to calculate the entire matrix of interindustry transactions ZR. By adding the es-
timates of regional production XR and regional imports MR, we get regional total sup-
ply SR. Similarly, adding the estimates of regional intermediate use ZS, regional final 
use DR and regional exports ER, we get regional total use UR. The market clearing 

condition RR
US =  may then serve as a consistency check. Thus, the CHARM ap-

proach delivers a complete estimated RIOT. 

Note that because CH is allowed to be larger than zero in the CHARM approach, the 
trade volume V tends to be larger than in the CB approach, which assumes that CH 

equals zero. Because of this, the output multipliers that are calculated from the Leon-
tief inverse tend to be smaller. Thus, the overestimation of multipliers, which is an 
often-criticised feature of traditional nonsurvey methods, is meliorated with the 
CHARM approach. 

IV.4 Application as Part of a Hybrid Approach 

The CHARM method presented above is a pure nonsurvey method which requires 
exactly the same information as its cousins, the LQ and CB approaches, for imple-
mentation. Thus, it provides an alternative to traditional nonsurvey approaches. This 
means that it can also be used in the first phase of the top-down hybrid approach. 

One possible drawback of the very simple CHARM method is that it relies on a good 
estimate of regional final use. In effect, we have assumed above that the regional 
final use vector is strictly proportional to its national counterpart. This is the same as-
sumption which underlies implicitly the LQ and CB approaches. 

However, if CHARM is implemented as part of a hybrid approach, its accuracy might 
be significantly increased by a better estimate of regional final use. Since Lahr (1993) 
suggests that the household sector should be one of the first to be surveyed anyway, 
no additional costs are incurred. Furthermore, disaggregated data on regional con-
sumption by households, which accounts for the lion’s share of final use, is generally 
available in many countries. Thus, a survey may not even be necessary, as reason-
able estimates may be derived from existing databases. 

CHARM can be applied only to tables with indirect allocation of imports, and conse-
quently yields regional tables with indirect allocation. As pointed out above, LQ 
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methods can only be applied to direct allocation tables. For some research ques-
tions, however, regional tables with indirect allocation are required. If these are to be 
constructed using LQ method, imports must be reallocated; a procedure which cer-
tainly does not improve the accuracy of the table. In those cases, CHARM may pro-
vide a very interesting alternative. 

V Conclusion 

It was realized by Richardson (1985), if not earlier, that the common regionalization 
methods are unsatisfying from a theoretical viewpoint, because they are based on 
four highly restrictive assumptions: 

1) Equal labour productivity in the region and the nation 

2) Equal consumption per employee in the region and the nation 

3) If the region exports a commodity, it does not import the same commodity 

4) The nation neither imports nor exports any given commodity in net terms 

In this paper, we have presented the CHARM method, which provides an alternative 
to traditional nonsurvey methods and may be superior because it is based on less 
restrictive assumptions. Notably, assumptions 3 (no cross-hauling) and 4 (no net ex-
ports or imports at the national level) may be completely dropped. Assumption 1 
(equal labour productivity) is necessary if the only regional data is on sectoral em-
ployment; if regional data on labour income by sector are available, assumption 1 
may be dropped as well. Assumption 2 may be dropped as soon as data on regional 
consumption by households are available, which is often the case. Thus, in many 
instances CHARM may be applied without making the four restrictive assumptions 
criticised by Richardson [1985]. 

We conclude from this that CHARM provides an improvement over traditional non-
survey methods, at least from a theoretical viewpoint. It remains to be seen whether 
its empirical performance can also compare. However, CHARM may not be directly 
comparable to LQ methods because the former can be applied only to IO tables with 
indirect allocation of imports, whereas the latter can be applied only to table with di-
rect allocation. Therefore, it might make sense to use CHARM for the construction of 
regional tables with indirect allocation and still use traditional LQ methods for tables 
with direct allocation. 

Like other nonsurvey methods, CHARM may also be applied as part of a top-down 
hybrid approach. Following a suggestion by West [1990], research on the construc-
tion of regional input-output tables seems to have focussed on developing other as-
pects of those hybrid approaches. Relatively little attention has been paid to advanc-
ing the state of the art of nonsurvey methods. However, West’s suggestion seems to 
have sprung from the experience of working in Australia, where traditional nonsurvey 
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methods perform reasonably well because cross-hauling is not a major issue. In 
more densely populated countries, where cross-hauling is significant, the develop-
ment of nonsurvey methods which acknowledge the important role of cross-hauling is 
likely to significantly improve the performance of the hybrid approach. With this paper 
we hope to have made a small contribution to this end. 
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